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Abstract 

Product planning suffers from systematic biases: teams underestimate risk due to cognitive patterns like the planning 

fallacy and inside view thinking, while social dynamics discourage voicing uncomfortable concerns. Pre-mortems—a 

structured technique where teams assume a project has failed and explain why—address both mechanisms simultaneously. 

By shifting the mental task from prediction to explanation, the method leverages prospective hindsight to improve risk 

identification by approximately 30%. By framing dissent as diagnosis rather than disloyalty, it creates psychological safety 

for surfacing concerns that might otherwise remain private. 

This paper synthesizes theoretical foundations, empirical evidence, and practical guidance for technology product teams. 

Evidence from controlled studies in software and game development shows pre-mortems surface more risks—and 

qualitatively different risks—than brainstorming or standard design reviews. Industry implementations at PayPal and 

Nomtek demonstrate integration into existing development workflows with actionable insights generated in 60-90 minutes. 

Comparative effectiveness research confirms pre-mortems reduce overconfidence more than alternative planning methods. 

The paper provides a practical framework for sorting risks (project killers, known-but-unsaid risks, execution risks) and a 

six-step facilitation process with timing guidance. Comparative case studies illustrate how pre-mortems shift risk discovery 

earlier in project lifecycles, when mitigation is less expensive. Important limitations are acknowledged: cases are 

observational rather than experimental, product-domain outcome studies remain limited, and effectiveness depends heavily 

on organizational context—particularly psychological safety and leadership commitment to act on insights. The technique 

represents a promising, evidence-based approach for high-stakes product initiatives where early risk identification 

provides significant value.   
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1. Introduction 

Product planning has a weird problem. Everyone knows 

the plan is incomplete, but the meeting often rewards 

certainty. People leave aligned, but not necessarily aligned 

on reality. 

That gap comes from two places. First, humans are 

systematically bad at predicting effort and risk, even when 

experience says otherwise. Work expands, dependencies 

appear, edge cases multiply, and timelines slip. Second, 

planning is social. Saying “this might fail” can sound like 
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“I don’t believe in this” or “I don’t believe in you.” So 

concerns get softened, avoided, or saved for hallway 

conversations. 

A pre-mortem is designed for exactly this moment. Klein’s 

version is straightforward: assume the project failed, then 

write down reasons why. People generate risks 

independently before group discussion, and the group 

clusters the risks and turns them into mitigations. [1] The 

framing changes the tone from criticism to diagnosis. 

Instead of someone sounding negative, they’re helping 

explain what went wrong. 

This paper focuses on a practical question: what does 

credible evidence suggest pre-mortems change in product 

planning, and what do they look like when used in real 

product work? 

 

2. Why pre-mortems change the conversation 

 

The previous section named two forces that distort 

planning: cognitive biases in how humans predict, and 

social dynamics that discourage speaking up. This section 

examines the research behind each mechanism and 

explains how pre-mortems address both simultaneously. 

Product teams systematically underestimate time, cost, and 

risk when planning new initiatives. This happens not 

because teams lack experience, but because of predictable 

patterns in how humans think and how groups function. 

The first pattern is cognitive. When people plan, they 

naturally focus on the specific project at hand and construct 

scenarios of how it will unfold. This “inside view” leads to 

systematic optimism because it emphasizes plans while 

underweighting the obstacles, delays, and complications 

that actually determined outcomes in similar past projects. 

This cognitive mechanism—called the planning fallacy—

has been documented across contexts from student 

homework to billion-dollar infrastructure projects. [2,3] 

The second pattern is social. Even when people privately 

recognize risks, speaking up in planning meetings carries 

interpersonal cost. Voicing doubt can be read as lack of 

commitment or as an attack on colleagues. So people self-

censor, especially on risks that feel political or that might 

slow momentum. Whether concerns surface depends 

heavily on psychological safety—the team’s belief that it’s 

safe to take interpersonal risks like disagreement or 

admitting uncertainty. [4,5] 

Pre-mortems address both mechanisms at once. The 

method shifts teams from an inside view (predicting what 

might happen) to a retrospective stance (explaining what 

did happen), which makes it cognitively easier to generate 

concrete failure scenarios. Simultaneously, the framing 

makes dissent feel like the assignment rather than 

disloyalty, which reduces the social cost of speaking 

uncomfortable truths. This combination—easier thinking 

and safer speaking—is what changes the conversation. 

 

2.1 The planning fallacy and the inside view trap 

 

In 1979, Kahneman and Tversky identified a persistent 

prediction bias: people underestimate the time, costs, and 

risks of future actions while overestimating benefits, even 

when they know that similar tasks in the past took longer 

than planned. [2] Subsequent research confirmed the 

pattern holds across individual tasks, team projects, and 

organizational initiatives, and across domains from 

academic work to construction megaprojects and executive 

decision-making. [3,6,7] 

The mechanism behind this bias is what Kahneman and 

Lovallo call the “inside view.” When planning a project, 

people focus tightly on the specifics: the objective, 

available resources, and a mental simulation of how work 

will proceed. They construct scenarios based on plans 

rather than precedents. This approach feels natural and 

thorough but systematically ignores distributional 

information—what actually happened to similar projects in 

the past. [6] 

The “outside view” offers a correction. Instead of focusing 

on the unique details of the current project, the outside 

view asks: what is the reference class of similar projects, 

what was the distribution of outcomes for those projects, 

and where does this project likely fall in that distribution? 

When Kahneman’s own curriculum development team 

took the outside view—asking an expert how long similar 

teams had taken to complete similar curricula—the answer 

(seven to ten years, with a 40% failure rate) was far more 

accurate than their inside-view forecast (one to two years). 

The project took eight years and was rarely used. [8] 

Pre-mortems implicitly shift teams toward an outside view. 

By assuming the project has already failed, the method 

forces consideration of the obstacles, delays, and systemic 

factors that have caused similar initiatives to fail, rather 

than focusing only on the current plan’s intended path. This 

doesn’t guarantee accuracy, but it pulls distributional 

information—the knowledge of what tends to go wrong—

into the planning conversation when it’s still cheap to 

adjust course. 

 

2.2 Psychological safety determines what gets said 

out loud 
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Edmondson defines psychological safety as a team belief 

that it’s safe to take interpersonal risks, like speaking up, 

admitting uncertainty, or challenging assumptions. [4] Her 

later synthesis emphasizes that this matters most in 

complex, uncertain work where knowledge is distributed. 

[5] Product teams fit that description. Design sees one set 

of risks, engineering sees another, sales sees another, ops 

sees another. If people self-censor, the plan is built on 

partial information. 

A pre-mortem doesn’t magically fix team culture, but it 

does something smaller and more immediate: it makes 

dissent feel like the assignment. The group is asked to 

explain the failure together. That gives people permission 

to name risks without feeling like they’re attacking the 

plan. 

 

2.3 The brain finds explanation easier than 

prediction 

 

Mitchell, Russo, and Pennington show that how we explain 

events changes with uncertainty and perspective. When 

people treat an outcome as already happened, they generate 

more developed causal explanations than when they treat it 

as uncertain. [9] That’s the mental trick behind prospective 

hindsight: pretending you’re looking back from the future 

makes reasons easier to generate. 

Research in 1989 found that prospective hindsight—

imagining that an event has already occurred—increases 

the ability to correctly identify reasons for future outcomes 

by approximately 30%. [9] The shift from prediction to 

explanation produces not just more reasons, but more 

detailed, episodic scenarios that teams might not surface 

through traditional forward-looking risk brainstorming. 

Pre-mortems use that trick. They shift the task from 

“predict what might go wrong” to “explain what did go 

wrong.” In practice, teams often find they can name more 

risks, and they name different kinds of risks. 

3. What the Research Shows: Evidence from 

Technology Teams 

 

The empirical evidence for pre-mortems in technology 

contexts comes from both controlled research studies and 

documented industry practice. While the research base is 

not extensive, what exists is methodologically sound and 

shows consistent patterns across software development, 

game development, and technology product teams. 

 

3.1 Software and game development: Controlled 

studies 

 

The most rigorous evidence comes from software design 

teams working on real projects over extended timeframes. 

Roose, Lehman, and Veinott (2023) studied ten game 

development teams (68 members total) conducting pre-

mortems early in year-long projects. [10] Software design 

teams need methods to evaluate plans as part of agile 

development processes, and the pre-mortem offered a 

structured, cognitive technique for team plan evaluation 

and re-planning. Teams identified an average of 17.8 

unique reasons for potential project failure and developed 

16.7 mitigations to address those risks. 

The failure reasons teams identified were not generic 

project management concerns but domain-specific 

technical and team risks: game design execution 

challenges, team communication breakdowns, and game 

complexity issues like excessive levels or branching 

narratives. This pattern matters for technology product 

teams—the risks that surface in pre-mortems tend to be the 

specific technical, architectural, and coordination 

challenges that practitioners know from experience, not the 

safe, obvious risks anyone could name. 

The study also revealed a critical limitation that has direct 

implications for product work: teams can identify risks and 

still resist making the necessary tradeoffs. While most 

teams generated solutions for the challenges they 

identified, surprisingly few teams revised their plans to 

scale back game design complexity. The researchers noted 

that teams acknowledged scope as a risk but proceeded 

with the original ambitious plan anyway. This aligns with 

a common product failure pattern—teams surface the truth 

in the pre-mortem but organizational momentum, 

stakeholder pressure, or team optimism prevents them 

from actually changing course. 

Bettin, Steelman, Wallace, Pontious, and Veinott (2022) 

documented how an interdisciplinary team of software 

engineering and human factors researchers used pre-

mortems when designing a novel sociotechnical system. 

[11] The team found the pre-mortem method valuable in 

recognizing and mitigating previously unanticipated risks 

and, importantly, in enriching team communication across 

disciplinary boundaries. In complex technology projects 

where software engineers, designers, product managers, 

and domain experts must collaborate, pre-mortems create 

structured space for cross-functional risk identification that 

wouldn’t emerge in siloed technical design reviews. 

 

3.2 Technology industry practice: PayPal and beyond 
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Technology companies have adopted pre-mortems as part 

of standard development processes, and several have 

documented their implementations. 

PayPal’s engineering team integrated pre-mortems into 

their software design workflow in 2020. [12] Once a 

technical design is documented, the team conducts a pre-

mortem before stakeholder review. Engineers write a one-

pager describing the problem, proposed solution, and 

implementation approach. The team then assumes the 

design has failed and brainstorms failure modes: scalability 

issues, missing data dependencies, API latency violations, 

and architectural misalignments. 

The PayPal team emphasized several benefits specific to 

platform engineering work. First, pre-mortems help 

platform teams “see the big picture” when their code sits 

deep in the stack without direct customer interaction—

forcing them to think through how their technical choices 

affect downstream systems and users. Second, the 

technique normalized talking about failure scenarios early, 

when changes are cheap. Third, it surfaced risks that 

technical design reviews typically miss: not just “will this 

work” but “will this scale, will this meet SLA 

requirements, does this create dependencies we can’t 

service, and does this align with long-term architecture.” 

The PayPal implementation includes a critical practice: all 

key design decisions and tradeoffs are recorded in a 

distributable one-pager that becomes the source of truth for 

development. This prevents the common failure mode 

where pre-mortem insights are discussed, acknowledged, 

and then lost in email threads or meeting notes. 

Nomtek, a digital product development company, made 

pre-mortems a permanent step in their project lifecycle, 

placed directly after project kickoff and before 

development work begins. [13] After using pre-mortems 

across multiple projects, they collected feedback from 

participants one-month post-meeting. The technique 

consistently helped teams quickly address the greatest 

threats and created urgency to take action. Teams reported 

that the one-to-two-hour investment paid off by 

“extinguishing fires before they occur.” 

 

3.3 Comparative effectiveness in planning contexts 

 

While most pre-mortem research focuses on technology 

teams, the foundational comparison studies provide 

important context for understanding effectiveness. 

Veinott, Klein, and Wiggins (2010) compared pre-mortems 

against standard planning evaluation methods using 178 

participants. [14] The pre-mortem produced the largest 

effect in reducing overconfidence—approximately twice 

as much as pros-and-cons lists or simple critique methods. 

This matters because overconfidence is a primary driver of 

planning failure in technology projects: teams that believe 

their plan will succeed rarely invest enough effort in 

contingency planning, architectural flexibility, or scope 

negotiation. 

Gallop, Willy, and Bischoff (2016) directly compared pre-

mortems to brainstorming using 101 experienced program 

managers and engineers. [15] Pre-mortem teams identified 

significantly more “quality risks” (both creative and 

plausible) and were better at identifying “black swan” 

risks—hard-to-predict, potentially catastrophic events that 

other methods missed entirely. In technology product 

contexts, black swan risks are often the problems that kill 

initiatives: not the obvious execution challenges everyone 

sees, but the distribution dynamics, platform dependencies, 

API rate limits, or ecosystem coordination problems that 

teams don’t surface until production. 

 

3.4 What the evidence suggests for technology 

product teams 

 

The research and practice evidence converge on several 

practical conclusions for technology teams: 

First, pre-mortems improve risk discovery beyond what 

traditional brainstorming or technical design reviews 

produce. Technology teams using pre-mortems identify 

domain-specific, technically grounded risks rather than 

generic project management concerns. [10,11,12,14,15] 

Second, pre-mortems are particularly effective at surfacing 

cross-functional and architectural risks that individual 

discipline experts might see but hesitate to raise in standard 

planning meetings. The technique creates permission 

structures for engineers to question scalability, for 

designers to raise workflow concerns, and for product 

managers to surface go-to-market gaps. [11,12] 

Third, the technique works well within agile and iterative 

development processes. Teams can conduct pre-mortems at 

project initiation, before major feature releases, or when 

moving from beta to general availability—each stage 

surfaces different risk profiles. [12,13] 

Fourth, identifying risks doesn’t automatically lead to 

acting on them. The game development study’s finding that 

teams acknowledged complexity risks but didn’t reduce 

scope is a warning for product work. Pre-mortems are 

diagnostic, not prescriptive. They surface truth, but 

organizational culture, leadership commitment, and team 

discipline determine whether that truth changes the plan. 

[10] 
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Finally, psychological safety matters but doesn’t need to be 

perfect. Technology teams report that pre-mortems make it 

safer to voice technical concerns and challenge 

assumptions because the framing makes dissent feel like 

contribution rather than obstruction. However, if the team 

culture punishes technical caution or treats scope 

negotiation as defeatism, pre-mortems become 

performative exercises that generate lists without changing 

behavior. [12,13] 

 

4. Two comparative cases from product practice 

 

These cases are anonymized and meant to be illustrative, 

not causal proof. They show how pre-mortems change risk 

conversations in real product contexts. 

 

4.1 Case A: Pre-mortem surfaces adoption and 

constraint risks early 

 

A large enterprise partner identified a clear opportunity. If 

the organization could reduce a document-processing 

workflow from approximately three months to one month, 

the partner’s volume could grow significantly. The metric 

had direct revenue implications and affected trust across a 

broader ecosystem of partners. 

The larger challenge wasn’t technical. The organization 

had operated with monolithic roadmap planning for 

years—every initiative tried to “solve everything,” which 

meant nothing moved quickly because dependencies were 

entangled across teams. 

The product manager shifted the approach to discovery-led 

planning with a focused objective: identify the single 

highest-leverage problem, then deliver value through 

smaller releases rather than one comprehensive launch. 

Once scope was defined, the team facilitated a pre-mortem 

with cross-functional stakeholders. The team assumed the 

initiative had failed to materially improve cycle time and 

identified why. 

The framing changed the conversation. Instead of 

discussing safe delivery concerns—timeline risks, resource 

constraints, technical dependencies—the team named the 

factors that actually determine outcomes in operational 

transformation initiatives: 

• Adoption mechanics: Would users actually change 

workflows, or would they route around the new 

system? 

• High-stakes workflow fit: Did the solution work for 

the most demanding use cases, or only for simple 

scenarios? 

• Cross-functional constraints: What dependencies 

existed with compliance, legal, and engineering that 

could block rollout? 

• Distribution and rollout sequencing: Could the 

organization scale beyond the initial partner without 

operational collapse? 

The pre-mortem surfaced these risks while scope and 

approach were still flexible. The team designed mitigations 

accordingly. The team validated demand beyond a single 

stakeholder group, involved high-stakes users in design 

iteration, partnered early with constraint owners in 

engineering and compliance functions, and aligned 

operational and go-to-market teams on rollout sequencing 

to prevent infrastructure overload. 

The organization launched with a high-readiness partner 

segment, iterated based on real usage patterns, refined 

onboarding materials, and expanded systematically once 

early partners became advocates. Within several months of 

scaling, adoption reached the low thousands of 

organizations and cycle time dropped substantially from 

baseline. 

The core insight wasn’t the risk list itself. It was that the 

pre-mortem normalized voicing uncomfortable truths 

early, when the plan remained malleable. This aligns with 

Klein’s foundational observation: pre-mortems work 

because they make it psychologically safer to surface 

concerns that otherwise get suppressed. [1] The method 

gave the team permission to name adoption and constraint 

risks that felt political or momentum-killing in traditional 

planning discussions. 

 

4.2 Case B: No pre-mortem leads to distribution and 

ecosystem blind spots 

 

In an earlier product initiative, a team developed a web 

portal designed to reduce operational friction by replacing 

constant phone calls and email threads between partner 

organizations. The team validated the problem deeply with 

one early partner and built the product heavily around that 

partner’s specific workflow. The product shipped quickly 

with the assumption that adoption would spread 

organically. 

A year later, adoption had grown minimally—from one 

partner to a small handful. The product functioned as 

designed. The failure was strategic: the team had built and 

launched without understanding the broader market 

structure and without a scalable distribution plan. 

The team also underestimated the interdependent adoption 

loop. One user group saw no value without the other group 

actively participating on the platform, and the second 
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group wouldn’t invest time onboarding without sufficient 

transaction volume from the first. These dynamics were 

visible early in pilot usage, but the team didn’t force itself 

to confront them explicitly during planning. The team 

stayed focused on shipping features rather than validating 

go-to-market assumptions. 

The risks the team missed weren’t obscure edge cases. 

They were central to product success: 

1. Market segmentation: The team treated all partners 

as similar, when operational needs and readiness 

varied dramatically 

2. Distribution strategy: The team assumed partners 

would discover and adopt the platform independently 

3. Ecosystem network effects: The team didn’t design 

for the chicken-and-egg problem inherent in two-sided 

workflows 

4. Adoption sequencing: The team didn’t develop a 

targeted rollout plan to build critical mass in specific 

segments 

Eventually, after market feedback forced recalibration, the 

organization built a proper go-to-market strategy. The team 

segmented the market by operational complexity and 

readiness, brought relevant user groups together in joint 

workflow design sessions, reduced onboarding friction 

through targeted sequencing and incentives, and shifted 

from single-partner customization to continuous discovery 

across the ecosystem. 

Over the following years, adoption scaled from a handful 

of partners to several thousand organizations. The platform 

became one of the most impactful products in the portfolio. 

But the first year was largely lost to avoidable mistakes. 

The lesson was direct: a functioning solution without an 

adoption and distribution strategy is not a viable product. 

It’s a feature with hope attached. A pre-mortem wouldn’t 

have guaranteed success, but it likely would have surfaced 

these strategic risks—distribution, segmentation, and 

network effects—while the team still had time and budget 

to address them in the initial launch plan. 

 

4.3 What the comparison suggests 

 

These cases don’t prove that pre-mortems cause product 

success. They suggest something narrower and more 

actionable: pre-mortems change when teams confront the 

risks that actually matter. 

In Case A, the pre-mortem surfaced adoption risks, 

workflow fit questions, and cross-functional constraints 

during planning, when addressing them was relatively 

cheap—requiring changes to scope, phasing, and partner 

selection rather than expensive post-launch pivots. In Case 

B, the team learned the same truths later, after the market 

delivered feedback through slow adoption and low 

engagement. Both teams eventually addressed the real 

risks; the difference was timing and cost. 

This pattern aligns with the psychological safety research: 

teams often recognize risks privately but need structures 

that make voicing concerns feel expected rather than 

disloyal. [4,5] The pre-mortem provides that structure by 

reframing dissent as diagnosis. It also fits the prospective 

hindsight mechanism: explaining an assumed failure 

makes concrete causes easier to generate than predicting 

what might go wrong. [9] 

The broader lesson for product teams is that pre-mortems 

don’t eliminate risk or guarantee execution. They shift risk 

conversations earlier in the process, when plans are still 

flexible and mitigation is less expensive. Whether teams 

act on those insights depends on organizational culture, 

leadership commitment, and team discipline—but 

surfacing the truth is the necessary first step. 

 

5. A practical framework for sorting risks 

 

One reason planning discussions go sideways is that teams 

treat all risks as equal weight. They spend time on what’s 

easiest to discuss and postpone what’s awkward or 

politically sensitive. A practical sorting method changes 

that dynamic. 

Product teams benefit from a simple three-category 

framework: 

 

Project killers are risks where, if true, the initiative cannot 

succeed even with excellent execution. Examples include 

fundamental market assumptions that prove false, 

distribution dependencies that cannot be secured, or 

technical feasibility constraints that block the core value 

proposition. If a pre-mortem surfaces a project killer, the 

appropriate response is rapid validation or scope change, 

not mitigation planning. 

 

Known-but-unsaid risks are concerns people recognize 

privately but avoid naming publicly because they feel 

political, interpersonal, or career-threatening. Examples 

include leadership misalignment on priorities, team 

capability gaps no one wants to acknowledge, or 

stakeholder conflicts that will surface during rollout. The 

pre-mortem’s psychological safety mechanism is 

specifically designed to surface these risks by reframing 

dissent as diagnosis rather than disloyalty. [1,4,5] 
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Execution risks are real obstacles that feel significant in 

discussion but rarely kill initiatives by themselves when 

addressed systematically. Examples include timeline 

pressure, resource constraints within normal bounds, or 

coordination complexity across functions. These risks 

require management, but mitigation is typically within the 

team’s control. 

The purpose isn’t perfection—the value is forcing 

conversation about which risks change the fundamental 

calculus versus which require good execution to manage. 

Teams that skip this sorting tend to underinvest in 

validating project killers and overinvest in routine 

execution concerns. 

Within categories, prioritize by likelihood, impact, and 

timing. Focus particularly on high-likelihood, high-impact 

risks that occur early, as these have compounding effects. 

Pre-mortems are also effective at surfacing “black swan” 

risks—hard-to-predict, potentially catastrophic events that 

other methods miss. [15] The goal is avoiding the pattern 

where teams discuss all risks equally, defer uncomfortable 

ones, and end up surprised when project killers emerge 

later when they’re expensive to address. 

 

6. How to run a pre-mortem without turning it into 

theatre 

 

A good pre-mortem fits in 60-90 minutes and produces 

actionable mitigations with clear owners. The format 

matters less than three principles: independent thinking 

before group discussion, psychological safety to voice 

uncomfortable truths, and commitment to act on insights. 

 

Figure 1: Pre-Mortem Process Flow 

The process combines individual risk generation (yellow) 

with group prioritization and planning (blue), culminating 

in ongoing follow-through (green). Success depends on 

follow-through after the meeting, where mitigation actions 

are integrated into team workflows. 

 

Setup (10 minutes): Present the initiative’s objective, 

success metrics, and plan. State the time frame explicitly: 

“It is [X months] from now, and this initiative has failed to 

achieve [specific success metric].” Emphasize this isn’t 

about blame—the goal is identifying risks while changes 

are cheap. Set the norm: all ideas captured without debate. 

 

Individual brainstorming (10-15 minutes): Have people 

write risks silently and independently. Research shows 

individual generation before group discussion produces 

more ideas and diverse perspectives, preventing 

groupthink. [1] Provide prompts: What assumptions about 

users, market, or technology could prove wrong? What 

could go wrong with adoption or distribution? What cross-

functional dependencies could create problems? What risks 

feel politically uncomfortable to name? 

 

Round-robin sharing and clustering (15-20 minutes): 

Each person shares one risk at a time, continuing until all 

risks are captured. This round-robin approach ensures 

equal voice and prevents one person from dominating. As 

facilitator, capture risks verbatim without editing or 

combining—the exact language people use often contains 

important information about how they’re conceptualizing 

the problem. 

Once all risks are visible, work as a group to cluster related 

items into themes. This should be quick and rough—the 

goal is to see patterns, not achieve perfect categorization. 

Typical themes in product pre-mortems include: go-to-

market and distribution, technical feasibility and 

architecture, organizational dynamics and resourcing, user 
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adoption and behavior, and external dependencies 

(partners, regulations, market conditions). 

The clustering process often reveals concentrations of 

concern worth discussing explicitly. If eight people 

independently identified variations of “distribution 

strategy unclear,” that’s significant signal. If concerns 

cluster heavily in one area while other areas receive little 

attention, that asymmetry itself is information the team 

should acknowledge. 

 

Prioritization and voting (10 minutes): Give each person 

3-6 votes to distribute across risks. The 3-2-1 voting pattern 

works well: 3 points to highest concern, 2 to second, 1 to 

third. [16] After voting, focus on the top 3-5 risks. Resist 

addressing all identified risks—attempting to mitigate 

everything means nothing gets mitigated well. 

 

Mitigation planning (20-30 minutes): For each high-

priority risk, develop concrete mitigations using this 

structure: 

 

What’s the mitigation action? This should be concrete 

and testable, not vague intentions. “Validate demand with 

non-pilot customers” is actionable; “make sure there’s real 

demand” is not. 

 

Who owns this mitigation? Someone’s name needs to be 

attached. Shared responsibility typically means no one 

feels responsible. The owner doesn’t have to do all the 

work, but they own ensuring it happens. 

 

What’s the next step and when? Define what will happen 

in the next 1-2 weeks to begin addressing the risk. This 

prevents mitigations from becoming backlog items that 

never surface again. 

 

What’s the trigger that tells us this risk is 

materializing? Define an observable signal that indicates 

the risk is becoming real so the team can respond 

proactively rather than reacting after damage occurs. 

Example: if the risk is “enterprise customers won’t adopt 

without SSO,” a strong mitigation might be: Interview 10 

target enterprise customers to understand authentication 

requirements (action), owned by Product Manager 

(owner), recruit 5 customers by end of next week with first 

3 interviews scheduled by following Monday (next step), 

and if 3+ of first 5 customers say SSO is a blocker, escalate 

scope question to leadership immediately (trigger). 

Document mitigations in a shared location the team will 

actually reference—not in meeting notes that get filed 

away. 

 

Follow-through - where most pre-mortems fail: If teams 

surface risks and nothing changes, you train people to stop 

being honest. Psychological safety is built by what leaders 

do after the meeting, not what they say during it. [4,5] 

Common failure patterns include: risks identified but never 

resourced, mitigation owners lacking authority, triggers 

never checked, and risks treated as surprises despite being 

predicted. Build mitigation tracking into existing team 

rhythm. Revisit pre-mortems at key milestones and ask: 

which risks became problems, which mitigations worked, 

what did we miss? 

The hardest challenge is what to do when a project killer 

surface. If a pre-mortem reveals fundamental flaw and 

leadership proceeds anyway, teams learn pre-mortems 

exist for appearance rather than genuine risk management. 

That lesson is worse than skipping pre-mortems entirely. 

When teams surface uncomfortable truths, leaders must be 

willing to change course. 

 

7. Limitations and what would strengthen the 

evidence 

 

This paper combines theoretical research, empirical 

studies, and reflective cases. While evidence suggests pre-

mortems improve risk identification and can work in 

product contexts, important limitations remain. 

The case studies in Section 4 are retrospective and 

observational, not controlled experiments. They show 

plausible patterns—pre-mortems correlate with earlier risk 

identification—but cannot establish causation. Teams 

choosing to run pre-mortems may differ systematically 

(greater discipline, stronger psychological safety, more 

experienced leadership) from those that don’t. 

The empirical literature shows pre-mortems improve risk 

identification compared with brainstorming and reduce 

overconfidence more than alternatives. [10,14,15] 

However, product-domain outcome studies tracking 

whether pre-mortems improve delivery results or adoption 

remain limited. The game development study is the 

strongest related evidence, showing teams identified 

substantial risks but struggled to act on them. [10] 

Future research should track: whether pre-mortems surface 

risks that other methods miss, particularly project killers 

and known-but-unsaid issues; whether mitigations happen 

earlier in the project lifecycle; and whether initiatives show 

measurably better outcomes on time-to-market, adoption 
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rates, or success criteria. Longitudinal studies tracking 

teams across multiple initiatives would help control for 

confounding factors. 

Effectiveness likely depends heavily on context. In 

organizations with low psychological safety, pre-mortems 

may surface only safe risks. In organizations with weak 

follow-through, pre-mortems may generate lists without 

driving mitigation, which could be worse than not 

identifying risks at all—teams know what’s wrong but feel 

powerless to address it. 

These limitations don’t invalidate the technique. The 

research base, while not comprehensive, is 

methodologically sound and shows consistent patterns. 

The theoretical foundation—prospective hindsight, 

psychological safety, and inside view bias—rests on well-

established cognitive and social psychology research. 

[2,3,4,5,9] The appropriate stance is that pre-mortems are 

a promising technique with strong justification and 

accumulating support, but not a guaranteed solution. Like 

any planning tool, effectiveness depends on skilled 

facilitation, organizational follow-through, and cultural 

conditions supporting honest discussion and action. The 

technique is worth trying for high-stakes initiatives where 

early risk identification provides significant value, but 

teams should track whether it produces value in their 

specific context. 

 

8. Conclusion 

 

Pre-mortems pull uncomfortable truths forward in time, 

when addressing them is cheaper. The technique works by 

addressing both cognitive and social barriers: shifting from 

prediction to explanation makes it cognitively easier to 

generate failure scenarios (30% improvement in risk 

identification), while framing dissent as diagnosis creates 

permission to voice concerns that might otherwise stay 

private. [1,4,5,9] 

The evidence base is methodologically sound and shows 

consistent patterns. Controlled studies demonstrate that 

pre-mortems surface more and qualitatively different risks 

than brainstorming or standard reviews. [10,14,15] 

Industry implementations at PayPal and Nomtek show the 

technique integrates into development workflows and 

produces actionable insights in 60-90 minutes. [12,13] The 

three-category risk sorting and six-step process in Sections 

5 and 6 provide concrete structure while emphasizing that 

psychological safety is built by what leaders do after the 

meeting, not what they say during it. 

Important limitations remain. The case studies are 

observational, not controlled experiments. Product-domain 

outcome studies remain sparse. Effectiveness depends 

heavily on organizational context—psychological safety 

and leadership commitment to act on insights. [4,5] In 

cultures that punish candor, pre-mortems become 

performative exercises that may harm trust. 

Pre-mortems are a promising technique with strong 

justification and accumulating support, not a guaranteed 

solution. For high-stakes initiatives where early risk 

identification provides value, the technique is worth trying 

at project initiation, major releases, and beta-to-GA 

transitions. Track what works in your specific context. The 

goal is shifting risk conversations earlier, when plans are 

flexible and mitigation is less expensive. Pre-mortems help 

teams confront reality before reality confronts them. 
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